Evaluation of Statistical Inference Tests Applied to Subjective Audio Quality Data With Small Sample Size

Jeroen Breebaart

Abstract—Monte-Carlo simulations of statistical inference tests were performed to assess type I (false rejection) and type II (false non-rejection) error rates associated with subjective audio quality data as a function of sample size. Samples were generated by randomly drawing data from large-scale subjective audio quality tests. Null hypotheses were simulated by equalizing population means followed by pooling. The Null hypothesis rejection rates were determined for a parametric t test, as well as a non-parametric (permutation) test and compared to rejection rates based on analytical expressions and empirical distributions of the sample means and medians. The results indicated that pairwise comparisons are beneficial for high power and to obtain type I error rates that are close to the nominal value of 5%. The pairwise inferences can be realized by a parametric, pairwise t test or by a non-parametric permutation test, provided that for the latter, only pairwise permutations are executed. Although the observations from this study cannot be generalized for arbitrary data sets, the results do indicate that a pairwise, non-parametric resampling test is an interesting candidate for the statistical analysis of subjective quality data due to the absence of any requirements on data distributions and its relatively accurate performance in terms of Null hypothesis rejection rates.
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I. INTRODUCTION

The development, verification and standardization of audio codecs has in many cases been supported by double-blind, subjective listening tests such as defined in ITU-R BS.1534 [1], [2]. In such tests, assessors rate the perceived quality of one or more codecs against a reference. The resulting quality ratings, expressed in MUSHRA (MUlti Stimulus test with Hidden Reference and Anchor) points, may sometimes raise doubts whether one system is outperforming another, due to dependencies on the audio excerpt under test, the assessor familiarity with the test procedure, and general variability in subjective responses. ITU-R BS.1534-1 [1] therefore recommends the use of statistical intervals that indicate the 95% confidence region for the mean of each system under test based on the Student’s t distribution. Furthermore, the document recommends to provide “information about the inherently statistical nature of all subjective data”, but does not describe how such information should be derived. A recent revision of ITU-R BS.1534-2 [2] provides more elaborate instructions on reporting statistical structures by means of parametric inferences, and additionally includes handles to non-parametric inference tests. Generally speaking, statistical inferences estimate the probability of finding extreme differences given a postulated Null hypothesis. In traditional, parametric methods, this Null hypothesis is often formulated as two or more systems presumably having equal population means, and evidence to reject this Null hypothesis is typically based on assumed parametric probability density functions of the sample mean such as the binomial distribution [3] or the Student’s t distribution [4].

Parametric statistical inference tests come with certain requirements that the data should adhere to. For example, the Student’s t test is ideally designed for independent samples that follow a Gaussian distribution and have equal variance in groups that are being compared. Violation of such requirements can give inaccurate results, although the t test has been shown to be reasonably robust against violations in normality [5]–[8]. Alternatively, non-parametric tests can be employed such as the (random) permutation test [2], [9], [10]. The permutation test is not based on the sampling distribution of the mean, nor does it impose any requirements on the distribution of the data. The Null hypothesis associated with a permutation test is an exchangeability requirement, that is, the coupling of the dependent variable (e.g. the subjective quality score) with the independent variable(s) (codec, item and/or assessor under test) is random [11]. In this respect, the Null hypothesis is stronger than the assumption of equal means associated with the t test. The consequence is that the permutation test also tends to respond to changes in the distributions other than a difference in the mean [12]–[15].

The purpose of this paper is to report on an attempt to evaluate the accuracy of the most commonly-used parametric statistical inference test (Student’s t) and a non-parametric test (permutation test) when applied to small sets of subjective audio quality data. The study is based on the assumption that large populations of measurement data are known a priori. For this purpose, large, scale, publicly-available listening tests results published by the Moving Picture Experts Group (MPEG) are assumed to represent “true” populations of subjective quality assessments for a set of audio codecs. Small subsets of the population were randomly sampled to simulate the practical process of random testing with a limited number of subjects. These small samples were subjected to a variety of statistical inference tests. The accuracy of these inference tests was evaluated in terms
of their ability to (in)correctly reject the Null hypothesis. For this purpose, the rejection rates were determined by means of Monte-Carlo simulations and compared to rejection rates based on (1) the test's confidence level (or $p$ value), (2) analytical expressions of the sample mean (or median), and (3) the empirically-derived distribution of the sample mean (or median). The methods to calculate the rejection rates are outlined in Section II, and the comparisons of results are given in Section III. A discussion and conclusions are provided in Sections IV and V, respectively.

II. METHOD

A. Analytical derivation of power and type 1 error (false reject) probability

Throughout this paper, we are interested in comparing two sets of samples, $\{y_1, \ldots, y_N\}$ and $\{z_1, \ldots, z_N\}$, both with cardinality $N$. These sets of samples are drawn from populations with known, real-valued, continuous ($Y,Z \in \mathbb{R}$), one-dimensional probability density functions (PDFs), denoted by $f_Y(y)$ and $f_Z(z)$, respectively. A set of $N$ randomly drawn samples from a population with probability density function $f_Y(y)$ has a sum $Y_N$. The PDF of that sum, $f_{Y_N}(y)$, assuming independent samples $y_n$, is obtained by repeated convolution [16]:

$$f_{Y_N}(y) = f^{*N}_{\otimes}(y),$$

(1)

with $\otimes$ the repeated convolution operator:

$$f^{*N}(y) = \left( \frac{f \otimes \ldots \otimes f}{N} \right)(y),$$

(2)

and

$$(f \otimes g)(y) = \int_{-\infty}^{\infty} f(a)g(y - a)da.$$  

(3)

By substitution of $y' = y/N$ it then follows that the probability density function $f_{\bar{Y}_N}(y')$ of the arithmetic sample mean $\bar{Y}_N$ is given by [16]

$$f_{\bar{Y}_N}(y') = \frac{\partial y'}{\partial y} f_{Y_N}(y) - N f_{Y_N}(N y').$$

(4)

If the location statistic of interest is the median across $N$ samples, the PDF $f_{\tilde{X}_N}(\tilde{y})$ for the median $\tilde{Y}_N$ for odd $N$ is given by the multinomial probability function of $N$ trials resulting in $m$ samples below $\tilde{y}$, $m$ samples above $\tilde{y}$, and one sample at $y$ with $m = (N - 1)/2$:

$$f_{\tilde{X}_N}(y) = \left( \frac{N}{m, m, 1} \right) \left( \Pr(Y < y) \right)^m \times \left( \Pr(Y > y) \right)^m \Pr(Y = y),$$

(5)

which is equal to

$$f_{\tilde{X}_N}(y) = \frac{N!}{(m!)^2} (c_Y(y))^m (1 - c_Y(y))^m f_Y(y),$$

(6)

with $c_Y(y)$ the cumulative probability density function of $f_Y(y)$:

$$c_Y(y) = \int_{-\infty}^{y} f_Y(a)da.$$  

(7)

Because the sample location statistic (e.g., the sample mean or median) is a stochastic variable, the difference between two location statistics is a stochastic variable as well. In particular, when comparing two sample means $\bar{X}_N$ and $\bar{Y}_N$:

$$\bar{X}_N - \bar{Z}_N - \bar{Y}_N,$$

(8)

the probability density function of $\bar{X}_N$ is obtained by correlation

$$f_{\bar{X}_N}(x) = \left( f_{\bar{X}_N} * f_{\bar{Z}_N} \right)(x),$$

(9)

which is equivalent to the convolution of $f_{\bar{X}_N}(a)$ with $f_{\bar{Y}_N}(-a)$:

$$f_{\bar{X}_N}(x) = \int_{-\infty}^{\infty} f_{\bar{X}_N}(a)f_{\bar{Y}_N}(x - a)da.$$  

(10)

The same expression can be used for the difference between two sample medians $\bar{Z}_N$ and $\bar{Y}_N$.

Alternatively, one may be interested in the distribution of pairwise differences, and in this particular case, the PDF of pairwise differences $X$ can be derived from the population of pairwise differences $x_i = z_i - y_i$. Subsequently, the PDF of the mean of $N$ samples $x_i$ can be derived from $f_X(x)$ based on Eqs. (1)–(4).

Irrespective of whether pairwise or sample-wise differences are calculated, a Null hypothesis $H_0$ can be postulated that assumes that the samples $y_i$ and $z_i$ are randomly drawn from the same underlying population. In the context of a subjective quality evaluation, this implies that two different codecs result in the same subjective quality and that differences in subjective scores between codecs are to be treated as measurement noise. The alternative hypothesis $H_1$ assumes that the PDFs of $Y$ and $Z$ are not equal, for example because their means, variances, or shapes of their PDFs differ.

Traditionally, statistical inference tests provide handles to two types of errors given a set of samples. The first error, often referred to as a type 1 error, is the error of rejecting the Null hypothesis while in fact that hypothesis is true. In other words, the type 1 error is a false rejection (of the Null hypothesis) and we will use that term in conjunction with the use of type 1 for clarity. The probability that this error occurs is denoted $\alpha$, and in practice it the probability that a certain range of (extreme) data are observed under the Null hypothesis. For a one-sided test (i.e., if we are only interested in differences in a certain direction, for example that the true population mean is larger than zero), $\alpha$ can be expressed as a function of a critical value $x_c$:

$$\alpha_{\bar{X}_N|H_0}(x_c) = 1 - c_{\bar{X}_N|H_0}(x_c).$$  

(11)

If the sample mean is found to be larger than or equal to a predetermined $x_c$, corresponding with a desirable level of significance $\alpha$, the data are considered as evidence that the Null hypothesis is false and that hypothesis is therefore said to be rejected. As $\alpha$ is a conditional probability under $H_0$, it cannot be interpreted as a probability that the Null hypothesis is true. Instead, if the sample mean is found not to exceed $x_c$, the test is interpreted as being inconclusive. In a similar way, a type 2 (false non-rejection) error, or $\beta$ can be computed as the probability of finding a
sample location statistic smaller than the critical value \( x_t \) under \( H_1 \):

\[
\beta_{X_N|H_1}(x_t) = c_{X_N}(x_t).
\]

(12)

\( \beta \) represents the probability of not rejecting the Null hypothesis associated with critical value \( x_t \) if the alternative hypothesis \( H_1 \) is true, and is often referred to as the false negative, or false non-reject probability. Due to their inverse dependency on \( x_t \), \( \alpha \) and \( \beta \) are subject to a trade-off; a larger value of \( x_t \) results in a smaller \( \alpha \) at the cost of an increasing \( \beta \). Furthermore, an increase in the sample size \( N \) reduces \( \alpha, \beta \), or both. Last but not least, the sample mean and median have different distributions, and therefore the critical value \( x_t \) to reject the Null hypothesis is different for these two metrics of central tendency. For example, for a Gaussian distribution, the variance of the sample median is approximately 1.6 times larger than the variance of the sample mean [17].

Common practice is to estimate the type 1 (false rejection) error probability given observed data, or more precisely based on a location statistic derived thereof (cf. [18], [19]). The result of this method is commonly denoted by the \( p \) value, which is an estimate of the probability of finding data at least as extreme as observed in the test if the Null hypothesis is true. As indicated in the previous sections, for a finite sample size \( N \), sample location statistics are stochastic variables, and consequently, the \( p \) value is a stochastic variable as well. If estimates of the probability density functions of \( \bar{X}_N \) under \( H_0 \) and \( H_1 \) are known, one can analytically compute the probability density function for the \( p \) value. Under \( H_1 \), the PDF for the mean (or median) across \( N \) samples is denoted \( f_{\bar{X}_N, H_1}(x) \). The \( p \) value corresponding to that mean, e.g., for a one-sided test, is given by a function \( g(p) \) consisting of the integral of \( f_{\bar{X}_N, H_0}(x) \) evaluated under \( H_0 \):

\[
p - g(x) = \int_{a=x}^{\infty} f_{\bar{X}_N, H_0}(a) da - 1 - c_{\bar{X}_N, H_0}(x).
\]

(13)

Given the transform function \( p - g(x) \) of Eq. (13) and assuming \( g(x) \) is a monotonously increasing or decreasing function with \( g(x) > 0 \), we can express the PDF of \( p \), \( f_F(p) \), by applying a PDF transformation (cf. [16, p. 200])

\[
f_F(a) = \frac{\partial g^{-1}(a)}{\partial p} f_{\bar{X}_N|H_1}(g^{-1}(a)).
\]

(14)

Applying the chain rule for differentiating inverse functions gives

\[
f_F(a) = \frac{\partial g(a)}{\partial x} f_{\bar{X}_N|H_1}(x(a))^{-1} f_{\bar{X}_N, H_1}(x(a));
\]

(15)

which results in

\[
f_F(a) = f_{\bar{X}_N|H_1}(x(a)) f_{\bar{X}_N|H_0}(x(a)).
\]

(16)

This formulation implies that if the populations under \( H_0 \) and \( H_1 \) have equal probability density functions and assuming independently-drawn data, all values of \( p \) are equally probable (e.g., \( f_F(a) = 1 \) for \( 0 \leq a \leq 1 \)). If the PDFs of \( \bar{X}_N \) under \( H_0 \) and \( H_1 \) are not equal, on the other hand, the power of a test is equal to the probability of finding a location statistic at or above the critical value \( x_t(a) \) under \( H_1 \):

\[
\text{Power}(\alpha) = 1 - \beta(x_t(\alpha)) = 1 - c_{\bar{X}_N|H_1}(x_t(\alpha)).
\]

(17)

Throughout the remainder of the paper, \( H_0 \) rejection rates computed as described in this section will be referred to as the method using an analytical PDF, or “APDF” in short.

B. Empirical Derivation of Power and Type 1 (false rejection) Error Probability

The analytical expressions given in the previous section to compute power as a function of the sample size \( N \) for arbitrary population distributions assumes that samples are randomly drawn and independent. This may not always be true, and therefore it is of interest to compare the analytical results against power and type 1 (false rejection) errors for empirically-determined distributions of the mean or median. These distributions can be obtained by Monte-Carlo sampling under \( H_0 \) and \( H_1 \). Assuming \( K \) Monte-Carlo iterations, a one-sided critical value \( x_t \) given a confidence level \( \alpha \) is then obtained by satisfying

\[
\alpha = \frac{1}{K} \sum_{k=1}^{K} I \left( \bar{X}_{N,k|H_1} \geq x_t \right);
\]

(18)

with \( I(\cdot) \) the indicator function, and \( \beta \) subsequently given by

\[
\beta = \frac{1}{K} \sum_{k=1}^{K} I \left( \bar{X}_{N,k|H_1} < x_t \right);
\]

(19)

with \( \bar{X}_{N,k|H_1} \) the sample mean across \( N \) samples for Monte-Carlo iteration \( k \) under hypothesis \( H_1 \). The same procedure can be used for the sample median. Throughout the remainder of this paper, \( H_0 \) rejection rates computed using the method described in this section will be referred to as using an empirical PDF, or “EPDF” in short.

C. Parametric estimation of power and type 1 (false rejection) error

In practice, the population distributions of \( Y \) and \( Z \) are unknown, and therefore only estimates of \( p \) can be computed, which, besides the inevitable variability in \( p \) due to its stochastic nature resulting from finite \( N \), may also comprise estimation errors as a result of assumptions made in the estimation process. For example, the well-known independent (or two-sample) Student’s \( t \)-test is based on data with a presumed Gaussian distribution, independent samples and equal variance. A modification to partly compensate for unequal variance is Welch’s \( t \) test. Based on a Null hypothesis postulating equal population means (e.g., \( \mu_Z - \mu_Y \)) the statistic \( T_N \) for two sets of \( N \) samples \( \{y_1, \ldots, y_N\} \) and \( \{z_1, \ldots, z_N\} \) is computed according to:

\[
T_N = \frac{Z_N - \bar{Y}_N}{\sqrt{N-1 \left( s^2_{Z_N} + s^2_{Y_N} \right)}},
\]

(20)

with \( s^2_{Z_N}, s^2_{Y_N} \) the unbiased estimators of the variances of their respective populations. The resulting \( p \) value is computed as the area under the cumulative \( t \) distribution with \( \nu \) degrees of
freedom derived using the Welch-Satterthwaite equation [20] for equal sample sizes and unequal variances:

$$ \nu = (N - 1) \left( \frac{s_{Y_N}^2 + s_{Z_N}^2}{s_{Y_N}^2 + s_{Z_N}^2} \right)^2, $$

(21)

If samples $y_n, z_n$ are expected to have a certain degree of correlation, as can be the case in subjective audio quality tests due to a dependency on assessor sensitivity and/or differences in how critical audio test items are, such common factors can be partly canceled out by applying a pairwise $t$ test. In this test, pairwise differences are calculated of the two sets of $N$ samples $\{y_1, \ldots, y_N\}$ and $\{z_1, \ldots, z_N\}$ with a Null hypothesis that the expected difference is zero:

$$ x_n = z_n - y_n, $$

(22)

and the resulting test statistic $T_p$ is based on $N - 1$ degrees of freedom and calculated according to:

$$ T_p = \frac{\bar{x}_N \sqrt{N}}{s_{X_N}}. $$

(23)

The type 1 (false rejection) and type 2 (false non-rejection) error rates can be established by computing $p$ values associated with $T_y$ or $T_p$ across $K$ Monte-Carlo iterations with the $t$ test operating at a nominal $\alpha$ value set to 0.05, and determining the Null-hypothesis rejection rate for data sampled under $H_0$ and $H_1$, respectively.

D. Non-Parametric Estimation of Power and Type 1 (false rejection) Error Probability

An interesting class of non-parametric statistical inference tests is the permutation test. In this test, the Null hypothesis postulates exchangeability of group labels and the associated $p$ value is computed by permuting data between the two sets $\{y_1, \ldots, y_N\}$ and $\{z_1, \ldots, z_N\}$ and calculating the proportion of those permutations resulting in some differential sample statistic equal or larger than the difference in that location statistic obtained from the two sets without permutation. Under the assumption that each permutation is equally probable, that proportion is equal to the conditional probability under $H_0$ of finding an effect as large, or larger than the one found prior to permutation. The permutations can be applied across all data available in the two sets, and we denote this full permutation configuration by $P_F$. Alternatively, one can decide to maintain assessor and item dependencies in the permutation test by only applying the pairwise permutation subset, e.g., by only (randomly) permuting corresponding pairs $z_n, y_n$. This pairwise permutation method is denoted by $P_P$. Both the mean as well as the median can be employed as sample location statistic. One can compute permutation test $p$ values for randomly-drawn samples from a population, and investigate the power of the test under $H_1$ and the type 1 (false rejection) error rate under $H_0$ to allow comparison with the conventional, parametric tests in a similar approach as outlined in [21], [22].

The $p$ value in a single permutation test is lower bounded by the reciprocal of the number of permutations $Q$ \textit{e.g.} $5 \times 10^{-5}$ for $Q = 20000$). The relative error of that $p$ value, assuming a binomial distribution and a sufficient number of independent observations, can be estimated using

$$ \sqrt{\frac{\text{Var}(p)}{p}} \approx \sqrt{\frac{p(1 - p)}{Q}} \approx \frac{1}{\sqrt{Q}}. $$

(24)

This means that for a $p$ value of 0.05, and $Q = 20000$ permutations, the standard error of $p$ is about 31.6 times smaller than the $p$ value itself.

E. Monte-Carlo Procedure

Monte-Carlo sampling from datasets comprised random selection of a combination of test item and assessor, and subsequently assigning the associated assessor responses to $y_n$ and $z_n$, for the two systems that are being compared. For every condition, $K = 10000$ Monte-Carlo iterations were employed. The sample size $N$ was either 3, 5, 7, 9, 11, 15, 19, 23 or 31. Permutation tests were employed with $Q = 20000$ permutations, unless the unique number of permutations was smaller; in that case, all unique combinations were tested once.

F. Null Hypothesis

In all simulations, the Null hypothesis postulates that there is no consistent difference between the scores of the two codecs. Data under the Null hypothesis were created by linearly translating the data of $Z$ to equalize its population mean to that of $Y$, followed by pooling of the data to ensure that the data PDFs (and hence any location statistic derived thereof) of $Y$ and $Z$ were identical under $H_0$ to meet the exchangeability requirement. In all configurations, a nominal value $\alpha$ of 0.05 was used [2]. Only one-sided tests were evaluated.

III. Results

A. MPEG Surround Verification Test

1) Data Sets: In January 2007, the MPEG audio group published the results of an MPEG Surround verification test [23] demonstrating the performance of the MPEG Surround multi-channel codec [24], [25] at various bit rates. The data sets used from this test are summarized in Table I. The first and second column indicate the acronym used in this paper, and the full condition name used in [23], respectively. The test procedure according to ITU-R BS.1534-1 [1] was employed with 10 audio excerpts and 41 listeners distributed across 4 laboratories, resulting in 410 responses for each codec configuration. The subset of codecs used in the current study are given in Table I. The first column in the table denotes the configuration acronym used throughout this paper; the second column describes the full test configuration as used in [23]. The mean, standard deviation, skew and excess kurtosis for the subjective (MUSHRA) scores associated with each codec are given in the various columns of Table I. Subjective scores do not only differ in their means across codecs; additionally variation in their standard deviations exists as well ranging from 2.0 for REF to 19.8 MUSHRA points for DPL2. Last but not least, REF and MPS-A show skew and excess kurtosis substantially different from zero, indicating that the distribution of these data deviates from a Gaussian distribution.
TABLE I

<table>
<thead>
<tr>
<th>Acronym</th>
<th>MPEG test/system</th>
<th>Size</th>
<th>Mean</th>
<th>Std</th>
<th>Skew</th>
<th>Excess kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>MPEG Surround T1mc REF</td>
<td>410</td>
<td>99.4</td>
<td>2.0</td>
<td>-4.8</td>
<td>29.8</td>
</tr>
<tr>
<td>MPS-A</td>
<td>MPEG Surround T1mc HE-AAC MPS A</td>
<td>410</td>
<td>90.4</td>
<td>10.9</td>
<td>-1.8</td>
<td>3.8</td>
</tr>
<tr>
<td>MPS-B</td>
<td>MPEG Surround T1mc HE-AAC MPS B</td>
<td>410</td>
<td>75.8</td>
<td>18.6</td>
<td>-0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>DPL2</td>
<td>MPEG Surround T1mc L2 DPL2</td>
<td>410</td>
<td>56.9</td>
<td>19.8</td>
<td>40.2</td>
<td>-0.7</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of $H_0$ rejection rates for DPL2 vs MPS-B. The upper panels and lower panels evaluate power under $H_1$ and type 1 (false rejection) error rates under $H_0$, respectively. From left to right, the three panels represent the sample mean, pairwise mean, and sample median as location statistic. Different symbols denote the various inference methods; downward triangles (“APDF”) refer to the analytical PDFs of the location statistic and upward triangles (“EPDF”) refer to empirically-determined PDFs. Circles denote results for the test on sample means (“$T_m$”) or pairwise means (“$T_w$”). Leftward and rightward triangles refer to the permutation test using sample means and pairwise differences, respectively.

2) DPL2 vs MPS-B: When comparing conditions DPL2 and MPS-B, the scores for the two codecs under test have very similar standard deviations and reasonably small skew (see Table I). The results of the Monte-Carlo simulations are shown in Fig. 1. The top panels correspond to simulations under $H_1$ showing power as a function of the sample size $N$. The bottom panels show the type 1 (false rejection) error rates under $H_0$ as a function of $N$. Different symbols represent the various inference methods (see legends). From left to right, the three panels represent the use of the sample mean, pairwise mean, and sample median, respectively. When the results under $H_1$ are considered (upper panels), it can be observed that, expectedly, power increases with $N$. For all methods, $N = 31$ results in a power equal to, or very close to $+1$, but the convergence differs considerably between methods. For tests on the sample mean (top-left panel), the empirical distribution of the mean (upward triangles) provides the highest power. The analytical distribution of the sample mean (downward triangles), the parametric $t$ test (circles) and the permutation test (rightward triangles) perform very similar but provide lower power than the empirical distribution. For pairwise comparisons using the mean (top-middle panel), all methods provide a very similar power as a function of $N$ except for some differences with very small sample sizes ($N \leq 7$), for which the power of the permutation test is lower bounded due to the limited number of unique permutations. Furthermore, the pairwise comparisons provide higher power than their counterparts based on a comparison of sample means, with the exception of the empirical distribution of the mean. When the median as location statistic is considered (right top panel), the power associated with pairwise permutations (leftward triangles) is higher than that for the full set of permutations (rightward triangles), and for $N \geq 11$ approaches the power of the empirical distribution (upward triangles). Nevertheless, the power associated with the median as location statistic is typically lower than the power for the corresponding tests using the mean, especially with pairwise tests.

The results under $H_0$ (lower panels) indicate that the type 1 (false rejection) error rates (e.g., the proportion of Monte-Carlo iterations under $H_0$ in which the Null hypothesis was erroneously rejected) are typically smaller than the nominal value of 0.05, except for the pairwise comparisons with the mean as location statistic (middle panel). Tests employing the sample mean (bottom-left panel) are quite conservative with $H_0$ rejection rates between 0.01 and 0.02, and are similar to those observed for the permutation test with the sample median (rightward triangles in the bottom-right panel). The type 1 (false rejection) error rates for pairwise permutations with the sample median (leftward triangles in the bottom-right panel)
are closer to the nominal $\alpha = 0.05$ for $N \geq 9$, converging to about 0.04 with increasing $N$.

3) MPS-B vs MPS-A: The standard deviations of the populations of MPS-B and MPS-A differ by almost a factor of two (cf. Table I) and therefore this comparison is of interest to study the effect of nonuniform variance among two data sets. The results obtained for the comparison between MPS-B and MPS-A are shown in Fig. 2. Except for minor quantitative differences, the results are qualitatively quite similar to those observed in Fig. 1.

4) MPS-A vs REF: The comparison of MPS-A against the hidden reference REF is of particular interest, since the standard deviations of the two distributions differ considerably, and additionally, the scores for the hidden reference show considerable skew and kurtosis. These properties therefore violate data assumptions associated with the $t$ test. The power and type 1 (false rejection) error rates as a function of the sample size $N$ are shown in Fig. 3. When power is considered (upper panels), the analytical (downward triangles) and empirical (upward triangles) distributions show virtually identical results for the mean (left and middle panels), but differ considerably for the median (right panel). Furthermore, similar to previous results, the $t$ test and permutation test operating on the mean provide virtually the same power, and both are slightly higher than the power derived from the analytical and empirical distributions for intermediate $N$.

The lower panels of Fig. 3 depict type 1 (false rejection) error rates as a function of the sample size $N$ under $H_0$. The results
for the student’s $t$ test and permutation test using the mean are virtually equivalent and are both quite accurate in their rejection of $H_0$ given the nominal value of 0.05. The permutation tests employing the median, on the other hand, are typically more conservative while the type 1 (false rejection) error rates for two flavors of the permutation test depend on the sample size in a non-monotonic manner (leftward and rightward triangles in the bottom-right panel).

### B. MPEG USAC Verification Test

1) **Data Sets:** The MPEG Unified Speech and Audio Codec (USAC) was completed in 2011 and verification test results were made public in the same year [26], [27]. The verification test comprises three configurations that vary in bit rate and number of channels (mono or stereo). The tests that were used in the current analysis are listed in Table II. Test 1 is a mono test (12, 16 or 24 kbps), while test 2 focuses on stereo content (16, 20 or 24 kbps total). The test content consisted of 24 items containing speech, music or mixtures thereof. Table II lists the mean, standard deviation, skew and excess kurtosis for the MUSHRA data associated with each codec selected for this study. Except for differences between means, the higher moments are more consistent across codecs than those observed for the MPEG Surround verification test given in Table I.

2) **USAC12M vs USAC16M:** Test labels USAC12M and USAC16M represent scores for a mono configuration and have very similar population moments, except for a mean difference in subjective scores of 8.4 MUSHRA points. Results for power and type 1 (false rejection) error rates as a function of sample size $N$ are shown in Fig. 4. When power based on a comparison of sample means is considered (top-left panel), the power derived from the empirical sampling distribution (upward triangles) is considerably higher than the power of the other methods. For pairwise comparisons using the mean as location statistic, on the other hand (middle-top panel), all methods perform virtually identically and generally provide the highest power compared to the sample mean or tests employing the median. For the latter (right-top panel), the empirical distribution provides the highest power being slightly above the power associated with the pairwise permutation test (leftward triangles). The analytical PDF (downward triangles) and the permutation test using all permutations (rightward triangles) provide relatively low power.

Under $H_0$, as depicted by the lower panels in Fig. 4, comparison of sample means using a permutation or $t$ test results in quite conservative $H_0$ rejection rates, while for pairwise comparisons using the mean (bottom-middle panel), these rates are quite close to the nominal $\alpha$ of 0.05. The bottom-right panel denotes type 1 (false rejection) error rates for the sample median,
showing conservative $H_0$ rejection rates for the full permutation test (rightward triangles), and somewhat more accurate rejection rates for the pairwise test (leftward triangles).

The exact same simulation was performed for a comparison between USAC16M and USAC24M. Despite minor qualitative differences, the results for that comparison are very similar to those obtained for USAC12M vs USAC16M, and are therefore not shown.

3) **AMRWBP24S vs USAC16S**: The results obtained for the comparison between AMRWBP24S vs USAC16S are shown in Fig. 5. When the power for a comparison of the sample means is considered (top-left panel), a similar trend is observed as in the previous simulations, in that power based on the empirical distribution of the mean (upward triangles) is highest, while the $t$ test (circles) and the permutation test (rightward triangles) are resulting in virtually identical power. For pairwise comparisons employing the mean, all methods are virtually identical (middle-top panel) and provide substantially higher power than for the permutation test with the median (right-top panel). The lower panels indicate the probability of a type 1 (false rejection) error as a function of $N$. All tests are conservative with respect to the nominal $\alpha = 0.05$ except for the methods employing the pairwise mean (bottom-middle panel).

4) **USAC16S vs USAC20S**: The results obtained for the comparison between USAC16S vs USAC20S are shown in Fig. 6. In this configuration, power as a function of $N$ for a comparison of sample means (top-left panel) is highest for the empirical distribution of the mean (upward triangles), followed by
the analytical distribution of the mean (downward triangles). The permutation test and the t test are virtually equivalent. For pairwise comparisons (top-middle panel), all methods perform very similarly and better than all tests using the sample median (right-top panel). The lower panels indicate the type 1 (false rejection) error rates showing results that are qualitatively in line with the results shown in the previous section.

IV. DISCUSSION

The Monte-Carlo simulations outlined in Section III cover a variety of spatial audio configurations (mono, stereo, and multi-channel) as well as tests with different content types (music, speech, and combinations thereof). Despite these differences, several commonalities in the results across tested configurations can be observed. Firstly, the empirical distribution of the mean results in the highest power in almost all tested conditions, except for the comparison between MPS-A and REF. The empirical distribution of the mean is a special case because it provides the same result for a comparison of sample means and for pairwise differences, as in both cases, common linear factors such as overall responses are not normally distributed, a finding in line with the 3rd and 4th moment (i.e., a negative skew and a positive kurtosis for MPS-A) listed in Table I. The pairwise difference distribution with the high kurtosis for the data at hand, suggest that pairwise differences, the power associated with the empirical and analytical distributions of the mean is virtually identical, while for tests on the sample mean, the empirical distribution provides higher power than the analytical distribution.

A third observation is the striking similarity between results obtained for the t test, the analytical and the empirical distributions of the mean when pairwise comparisons are considered. This result indicates that for pairwise differences calculated from the data under test, the t test provides very accurate results despite the fact that the data are not normally distributed. An example of such deviation from a normal distribution is depicted in Fig. 7. The figure shows a quantile-quantile plot of normal theoretical quantiles along the abscissa, with the ordinate indicating the quantiles of the actual data population after normalizing their mean and standard deviation. The different panels represent MPS-A, MPS-B, and their pairwise differences, for the left, middle and right panel, respectively. As can be observed from the figure, the deviation of the data quantiles away from the diagonal indicates that the assessor responses are not normally distributed, a finding in line with the 3rd and 4th moment (i.e., a negative skew and a positive kurtosis for MPS-A) listed in Table I. The pairwise difference distribution, depicted in the right panel, suggests a somewhat closer correspondence to a Gaussian distribution although the match is not perfect either. A likely explanation why these deviations from a normal distribution do not cause the t test to produce inaccurate results is that the 95% critical value of the distribution of the pairwise mean is by virtue of the central limit theorem quite close to that of the t distribution. The exception to this observation seems to be the comparison of MPS-A against the hidden reference (REF) depicted in Fig. 3. In that particular case, both the permutation test with the mean, as well as the t test have a higher power than what is expected based on the actual sampling distribution of the mean. The likely cause of this observation is the significant skew present in the hidden reference data, resulting in a smaller critical value $t_1$ for the parametric t test compared to the critical value determined from the actual sampling distribution of the mean. Such a too small critical value comes with the risk of an inflated type 1 (false rejection) error under $H_0$, but interestingly, this does not occur for the t test nor for the permutation test based on the mean. This finding, in combination with the high kurtosis for the data at hand, suggest that
the PDF of the mean is more peaked than a Gaussian distribution with the same standard deviation, preventing the type 1 (false rejection) error rate for a parametric test from becoming larger than the nominal 5% despite the optimistic critical value.

A fourth finding is that both the type 1 (false rejection) and type 2 (false non-rejection) errors associated with the parametric \( t \) test and the non-parametric permutation test using the mean are very similar across all tested conditions. If the sample sizes of \( N = 3 \) and \( N = 5 \) are excluded, in which the \( p \) value of the pairwise permutation test is lower bounded by the limited number of unique permutations (cf. Section II-D), the normalized correlation coefficient across all tested conditions amounts to 0.9997 (based on 2240000 \( p \) value pairs). If binary decisions are correlated (e.g., rejections of \( H_0 \)), a value of 0.9917 is obtained. Given the substantial differences in their approach, the underlying assumptions and the formulation of \( H_0 \) of these inference tests, this finding comes somewhat as a surprise. In particular, when applied to data that are not normally distributed, such as the aforementioned comparison of MPS-A against REF, the permutation test using the mean does not show any advantage or disadvantage in terms of power or type 1 (false rejection) error over the parametric \( t \) test. The obvious benefits of the permutation test are that 1) the test does not rely on an assumed distribution of the data nor the distribution of a location statistic derived thereof, 2) it is typically simple to implement and 3) does not require calculation of critical values of a cumulative \( t \) distribution. More specifically, when employing pairwise permutations exclusively and with the mean as location statistic, the accuracy of the permutation test was among the best performers of all methods tested, both in terms of type 1 (false rejection) error as well as providing high power.

A last but not least finding is the relatively conservative performance of the permutation test when employed with the median as sample location statistic. In virtually all conditions tested, the power of this particular test is lower than for corresponding methods using the mean. This finding suggests that at least for the data under test, the mean is a more robust parameter to predict whether \( H_0 \) is true or false. In particular, since this difference is also observed for the empirical distributions of the mean and median, the sampling distributions of the mean of \( Y \) and \( Z \) seem to be more distinct (e.g. having less overlap) than those using the median.

Although the applicability of non-parametric permutation test to subjective quality scores seems promising, there are a few aspects of this methodology that should be kept in mind. Firstly, it requires dedicated software modules to execute and analyze permuted data. Traditional statistical analysis packages may not all have the required functionality readily available. Secondly, if the data to be analyzed gives rise to a number of unique permutations that is too large to evaluate in an exact test, sampling permutations inherently introduces some randomness in the resulting \( p \) value and its outcome depends on the permutation sampling algorithm. Although the experimenter can control this variability by adjusting the number of permutations, it does add a layer of conceptual complexity having to consider confidence intervals of probabilities. Lastly, the computational complexity of a permutation test is typically significantly larger than that of a parametric test, but with today’s abundant availability of computing power this disadvantage is typically of little practical relevance.

A. Limitations

The results obtained in this study cannot be generalized to arbitrary subjective quality data. Differences in test excerpts, audio codecs, assessors, listening environments or testing protocols may give rise to dissimilar statistical structures in the data and hence the various statistical inference tests may perform differently. Moreover, only pairwise comparisons were evaluated, ignoring the potential presence and effect of covariates or higher-order interactions. The Null hypothesis was simulated by equalizing means and subsequent pooling to result in identical PDFs of the two codecs under test. Any modifications in this procedure (for example by only equalizing a certain measure of central tendency while preserving differences in higher-order moments) may give rise to different results and conclusions. The use of the arithmetic mean as a metric for central tendency inherently assumes an interval or ratio scale for subjective quality ratings which may not always be justifiable (cf. [28]).

V. Conclusions

Monte-Carlo simulations of statistical inference tests were performed to assess type 1 (false rejection) and type 2 (false non-rejection) errors associated with subjective audio quality data for small sample sizes (up to 31). The results indicate that pairwise comparisons are essential if high power is desired. Such pairwise comparisons provide (partial) cancellation of variance due to common factors such as excerpt and assessor dependencies. These pairwise inferences can be realized by a parametric \( t \) test or by a non-parametric permutation test with the mean as location statistic, provided that for the latter, only pairwise permutations are evaluated. For such pairwise comparisons, the \( t \) test and the permutation test showed a remarkable correspondence in their \( p \) values and are in line with data obtained using empirical data and analytical expressions of the distribution of the mean, indicating that despite the data deviating from a normal distribution, both tests resulted in predictions of type 1 (false rejection) and type 2 (false non-rejection) error probabilities without bias. The median as a sample location statistic in combination with the permutation test performed comparatively conservatively, both in terms of the type 1 (false rejection) error rate and power. Although one should be extremely careful not to generalize the conclusions from the results obtained for the specific data sets used in this study, the data do suggest that a resampling test using pairwise permutations and the mean as location statistic is an interesting candidate for further study. Specifically, the absence of any requirements on data distributions, the close match between the actual and nominal type 1 (false rejection) error rate, and its relatively high power seem valuable properties for the statistical analysis of subjective audio quality data.
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