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ABSTRACT

Parametric stereo coding is a technique to efficiently code a stereo audio signal as a monaural signal plus a small amount of stereo parameters. The monaural signal can be encoded using any audio coder. The stereo parameters can be embedded in the ancillary part of the mono bit stream creating backwards mono compatibility. In the decoder, first the monaural signal is decoded after which the stereo signal is reconstructed from the stereo parameters. In this paper, a low complexity decoder solution is described based on complex-modulated filter banks. Combinations of the parametric stereo decoder with both a parametric coding scheme and with aacPlus will be elucidated.

1 INTRODUCTION

Parametric coding techniques gained major momentum in the field of audio coding. These techniques have been applied e.g. to create complete full bandwidth codecs\cite{1}, \cite{2} as well as bandwidth extension algorithms like Spectral Band Replication (SBR)\cite{3}. Current developments in parametric audio coding focus on Parametric Stereo (PS) techniques\cite{2}, \cite{4}. Using PS, a stereo signal is represented as a mono signal plus a small amount of parameters describing the stereo image. Recent re-
search on PS coding has led to a high quality stereo reconstruction at bit rates below 10 kbit/s for the stereo parameters [5]. However, as will be elucidated below, this system comes at high computational cost, especially in terms of memory usage. In this paper, a low complexity implementation is presented. Furthermore, combinations of this low complexity PS coding tool with a full bandwidth parametric audio coding scheme [2] and with aacPlus, the bandwidth-extended High Efficiency Advanced Audio Codec (HE-AAC) [6], are examined. The low complexity implementation of the PS system, as described in this paper, was proposed to MPEG-4 [7], [8] where the technical specification was finalized [9] and is awaiting formal approval.

The structure of this paper is as follows. Section 2 introduces the parametric stereo coding model. Section 3 presents a low complexity implementation of the parametric stereo decoding process. Combinations of this process with a parametric audio codec and with aacPlus are described in Sections 4 and 5, respectively. Finally, conclusions are drawn in Section 6.

## 2 PARAMETRIC STEREO CODING

Parametric Stereo coding aims at describing a stereo signal as a mono signal plus a set of parameters characterizing the stereo image. A block diagram of a PS encoder is shown in Figure 1. From the stereo input signal \( (l[n], r[n]) \), the time-variant stereo parameters are estimated on a non-uniform frequency grid, closely resembling the Equivalent Rectangular Bandwidth (ERB) grid [10]. These parameters describe the perceptually relevant spatial cues. Furthermore, a mono downmix \( m[n] \) is generated. This mono downmix can then be encoded by any mono audio encoder. The stereo parameters are quantized and coded into the ancillary part of the mono bit stream yielding a backwards (mono) compatible system.

PS employs three types of parameters to describe the stereo image (see [5]):

1. Inter-channel Intensity Differences (IID); describing the intensity differences between the channels, 
2. Inter-channel Phase Differences (IPD); describing the phase differences between the channels and 
3. Inter-channel Coherence (IC); describing the coherence between the channels. The coherence is measured as the maximum of the cross-correlation as a function of time or phase.

In principle, these three parameters allow for a high quality reconstruction of the stereo image. However, the IPD parameters only specify the relative phase differences between the channels of the stereo input signal. They do not prescribe the distribution of these phase differences over the left and right channels. Hence, a fourth type of parameter is introduced, describing an overall phase offset or Overall Phase Difference (OPD).

In order to reconstruct the stereo image, in the PS decoder a number of operations are performed, consisting of scaling (IID), phase rotations (IPD/OPD) and de-correlation (IC). A block diagram of the PS decoder is shown in Figure 2.

In the FFT-based PS decoder (see [2], [5]) first a de-correlated signal \( d[n] \) is calculated by means of convolving the monaural signal \( m[n] \) with a pre-defined sequence. In the stereo reconstruction process, consecutive windowed segments of both signals \( m[n] \) and \( d[n] \) are processed by a time-to-frequency (t/f) transform, performed by windowing followed by an FFT, resulting in the complex-valued frequency domain representations \( M[k] \) and \( D[k] \) respectively. The two frequency domain
representations of the left and right channels, $L[k]$ and $R[k]$ respectively, are obtained as linear combinations of the signals $M[k]$ and $D[k]$. The mixing parameters are time and frequency dependent; for each frequency component $k$ the mixing process can be described by:

$$
\begin{bmatrix}
L[k] \\
R[k]
\end{bmatrix}
= 
\begin{bmatrix}
h_{11}[k] & h_{12}[k] \\
h_{21}[k] & h_{22}[k]
\end{bmatrix}
\begin{bmatrix}
M[k] \\
D[k]
\end{bmatrix},
$$
(1)

where $h_{11}[k]$, $h_{12}[k]$, $h_{21}[k]$ and $h_{22}[k]$ are defined by the stereo parameters. The signals $L[k]$ and $R[k]$ are finally transformed back to the time domain by means of a frequency-to-time ($f/t$) transform. In the FFT-based PS decoder, the $f/t$ transform consists of an inverse FFT followed by windowed overlap-add. For a more detailed overview of the actual parameter processing, we refer to [5].

### 3 LOW COMPLEXITY IMPLEMENTATION

For typical DSP-based applications like mobile devices, the computational complexity and memory usage of the decoder should be minimized in order to achieve e.g. maximum battery operation time. In the original FFT-based PS decoder [2], the complexity, both computationally as well as in terms of memory, is dominated by the time-to-frequency ($t/f$) and frequency-to-time ($f/t$) transforms that are applied [7]. This is primarily due to the length of the windows and FFT as they directly influence the length of input, output and intermediate storage buffers.

Recently, the SBR [3] tool for bandwidth extension of audio coding has been introduced. Similar to the PS coding paradigm, also SBR is a parametric audio coding enhancement tool that operates as post-processing in the decoder. Moreover, the structure of the SBR decoder and the PS decoder are quite similar. Both apply a $t/f$ transform to obtain a frequency domain representation. In case of SBR, this is a band-limited representation, conveyed by an underlying audio coder like AAC, used to reconstruct a signal with full audio bandwidth. In case of PS, this is a mono representation used to reconstruct a stereo signal. Finally these representations are converted back to the time domain by means of an $f/t$ transform.

The fact that both decoders are effectively post-processing algorithms means that a conventional decoder enhanced with such extensions is expanded with additional complexity. However, due to the fact that the underlying conventional decoder operates at either a reduced sampling frequency in the case of SBR, or in mono in the case of PS, the additional complexity is at least partially compensated for.

The SBR algorithm makes use of complex-exponential modulated (Pseudo) Quadrature Mirror Filter (QMF) banks as $t/f$ and $f/t$ transforms, enabling flexible signal modification at high efficiency [11]. Therefore, they seem like a suitable alternative to the FFT employed in the decoder as presented in Section [2]. Furthermore, the potentially very powerful combination of SBR with PS should not result in a decoder much exceeding the complexity of either SBR or PS. Hence, reuse of the $t/f$ and $f/t$ transforms of the SBR decoder is desirable.

#### 3.1 Quadrature Mirror Filter Bank

In the analysis QMF bank, the complex-valued sub-band domain signals $s_k[n]$ are obtained as:

$$
s_k[n] = \sum_{l=0}^{L-1} x[n-l]p[l]e^{j\frac{\pi}{K}(k+l)}e^{j\phi},
$$
(2)

where $x[n]$ represents the input signal, $p[n]$ represents the low-pass prototype filter impulse response of order $L-1$, $\phi$ represents a phase parameter, $K$ represents the number of bands and $k$ the sub-band index with $k = 0, 1, ..., K - 1$. The magnitude responses of the first few lower frequency bands of the 64 bands analysis filter bank are illustrated in Figure [3].

The sub-band domain signals $s_k[n]$ are downsampled by a factor of $K$ resulting in the downsampled complex sub-band domain signals $\zeta_k[n]$:

$$
\zeta_k[n] = s_k[Kn].
$$
(3)

These downsampled sub-band domain signals can then be manipulated, e.g. by SBR or PS processing, resulting in the processed signals $\xi_k[n]$.

In the synthesis QMF bank, first the complex-valued sub-band domain signals $\delta_k[n]$ are obtained by upsampling $\xi_k[n]$ with a factor of $K$:

$$
\delta_k[n] = \begin{cases} 
\frac{\xi_k[n]}{K} & \text{if } n = -2K, -K, 0, K, 2K, \ldots \\
0 & \text{otherwise}
\end{cases}
$$
(4)
The reconstructed output signal \( \hat{x}[n] \) is then obtained by:

\[
\hat{x}[n] = 2\Re \left\{ \sum_{k=0}^{K-1} \sum_{l=0}^{L-1} \delta[k,l]p[l]e^{-j\phi(k+\frac{1}{2})(l+\phi)} \right\},
\]

with \( \phi \) a phase parameter. Proper choice of constants and design of the prototype filter \( p[n] \) results in a number of interesting properties:

1. Near-perfect reconstruction; if the downsampled sub-band domain signals \( \tilde{x}_k[n] \) are not modified, i.e., \( \tilde{x}_k[n] = x_k[n] \), the signal \( \hat{x}[n] \) is a near-perfect reconstruction of \( x[n] \).

2. Large stop-band attenuation; in order to provide a good discrimination between frequency bands, it is desired that adjacent frequency bands of the t/f and f/t transform only marginally influence each other.

3. Oversampled representation; typical transforms and filter banks employed in audio coding, like an MDCT, exhibit the so-called “critical sampling property,” obtained by means of aliasing cancellation. In order to prevent aliasing effects if the frequency domain representation of the signal is modified, the t/f transform must be oversampled.

4. Low memory requirements; the memory required for t/f and f/t transforms is mainly dependent on the number of bands and the length of the prototype filter.

5. Computationally efficient; it is desired that the calculation of the t/f and f/t transform can be calculated by means of a computationally efficient algorithm, like e.g. the Discrete Fourier Transform can be calculated by means of an FFT.

6. Near analytical representation; except for the first and last sub-band, a near analytical representation is obtained. Hence, phase manipulations can be performed in a simple manner.

### 3.2 Hybrid filter bank for improved frequency resolution

For a typical sampling frequency of 44.1 kHz, the 64 bands analysis filter bank results in an effective bandwidth of approximately 344 Hz per band. However, there is considerable evidence that the spectral resolution of the (binaural) auditory system closely follows the ERB scale [12, 13]. This means that at low frequencies the binaural auditory system has a much finer resolution than the one given by the analysis filter bank as described above. In order to capture the perceptually relevant cues at a sufficient frequency resolution, the filter bank is extended. For the lower sub-bands, an additional sub-band filtering is carried out by means of oddly-modulated \( M_{th} \) band filter banks [14]. The analysis filtering for sub-band \( k \) is described by:

\[
q_{k,m}[n] = \sum_{\lambda=0}^{\Lambda_k-1} \tilde{x}_k[n-\lambda]g_k[\lambda]\Re\left[ e^{j\Lambda_k\left(m+\frac{1}{2}\right)\left(\lambda - \frac{\Lambda_k-1}{2}\right)} \right],
\]

with \( \Lambda_k \) the the prototype filter length, \( g_k[\lambda] \) the prototype filter, \( M_k \) the number of frequency bands, and \( m = 0, 1, \ldots, M_k - 1 \) the frequency index of the resulting sub-sub-band signals \( q_{k,m}[n] \).

Similarly to the signals \( \tilde{x}_k[n] \), the (sub-)sub-band signals \( q_{k,m}[n] \) can be processed resulting in \( \hat{q}_{k,m}[n] \). However, if we assume no processing, i.e., \( \hat{q}_{k,m}[n] = q_{k,m}[n] \), and apply a synthesis operation described by:

\[
\hat{s}_k[n] = \sum_{m=0}^{M_k-1} \hat{q}_{k,m}[n],
\]
it can be shown that by using a prototype filter with the following constraints:

\[ g_k[n] = \begin{cases} 
\frac{1}{M_k} & \text{if } n = \frac{\Lambda_k - 1}{2} \\
0 & \text{if } n = \frac{\Lambda_k - 1}{2} + rM_k
\end{cases} \quad (8) \]

where \( r = \ldots, -3, -2, -1, 1, 2, 3, \ldots \) a perfectly reconstructing filter bank is formed by Equations 6 and 7.

For the sub-band signals that are not decomposed in separate sub-sub-bands, delay compensation is applied:

\[ q_{k,0}[n] = s_k[n - \frac{\Lambda_k - 1}{2}], \quad (9) \]

3.3 Hybrid filter bank configurations

In the low complexity PS system two types of filter bank configurations have been defined. The first configuration is suited for 10 or 20 sets of stereo parameters. Since each parameter set represents a certain frequency range, this is also referred to as “10, 20 stereo band configuration.” Hybrid filtering is applied to the first 3 QMF bands with \( M_0 = 8 \), \( M_1 = 4 \), and \( M_2 = 4 \). For all \( k = 3, \ldots, 63 \) delay compensation is applied according to Equation 9.

In order to further reduce the complexity of this configuration, some of the filter bank outputs have been summed. For \( k = 2, 3 \) this leads to filters with a real-valued impulse response. As illustrated in Figure 4, this configuration results in a total of 71 (sub-)sub-bands.

The second filter bank configuration is suited for 34 sets of stereo parameters with \( M_0 = 12 \), \( M_1 = 8 \), \( M_2 = 4 \) for \( k = 2, 3, 4 \). For all \( k = 5, \ldots, 63 \) delay compensation is applied (see Equation 9). This results in a total of 91 (sub-)sub-bands.

To simplify time synchronization, the order \( \Lambda_k - 1 \) of the (sub-)sub-band filters have been chosen identical for all \( k \), i.e., \( \Lambda_k - 1 = 12 \) for both filter bank configurations.

As an example the magnitude response of the 4 bands filter bank part of the 91 bands hybrid filter bank in sub-bands \( k = 2, 3, 4 \), is given in Figure 5. Obviously, due to the limited prototype length \( \Lambda_k \), the stopband attenuation is only in the order of 20 dB.

3.4 De-correlation in the (sub-)sub-band domain

In the FFT-based PS decoder [2], [3] the de-correlated signal is obtained by means of convolution with a predefined de-correlation sequence in the time domain. In order to obtain a perceptually satisfying result for the synthetic ambience, achieved with the de-correlated signal, a lengthy sequence needs to be employed. However, the QMF-based system allows for an alternative and more powerful approach for calculating the de-correlated signal. This method is based on applying reverberator-like circuits, or even simple delays, to the mono (sub-)sub-band domain signals. In this way, only one analysis t/f transform is required, thus reducing the overall complexity. For more details on this process, we refer to [15].

3.5 Stereo synthesis in (sub-)sub-band domain

Similar to the FFT-based decoder (see Eq. 1), the left and right (sub-)sub-band domain output signals, \( L_n[k, m] \) and \( R_n[k, m] \) respectively, are obtained by:

\[
\begin{bmatrix}
L_n[k, m] \\
R_n[k, m]
\end{bmatrix}
= \begin{bmatrix}
h_{11,n}[k, m] & h_{12,n}[k, m] \\
h_{21,n}[k, m] & h_{22,n}[k, m]
\end{bmatrix}
\begin{bmatrix}
M_n[k, m] \\
D_n[k, m]
\end{bmatrix},
\]

(10)

where \( n = 0, 1, \ldots, N - 1 \) with \( N \) the frame length. The matrices \( h_{11,n}, h_{12,n}, h_{21,n} \) and \( h_{22,n} \) are determined as...
follows. First, for each frame, the parameter positions \( n_i \) are extracted from the bit stream. For these parameter positions the vectors \( h_{11,n_i}, h_{12,n_i}, h_{21,n_i} \) and \( h_{22,n_i} \) are determined similar to the FFT-based decoder [5]. This is illustrated in Figure 6.

For all \( n \neq n_i \) the parameter manipulation matrices are calculated by means of linear interpolation:

\[
h_n = (h_{n_i} - h_{n_i-1}) \frac{n - n_i - 1}{n_i - n_i - 1} + h_{n_i-1},
\]

for \( n = n_i - 1, \ldots, n_i - 1 \) where the indices \( k \) and \( m \) have been discarded for clarity.

3.6 Overview of the resulting complete low complexity PS system

A block diagram of the resulting low complexity PS decoder is shown in Figure 7. First, the mono input signal \( m[n] \) is transformed to the (sub-)sub-band domain signals \( M_{n[k,m]} \) by means of the hybrid analysis filter banks as described above. These signals are used as input for the de-correlation process, resulting in the (sub-)sub-band domain signals \( D_{n[k,m]} \). Both sets of (sub-)sub-band domain signals are used to reconstruct the stereo representation \( L_{n[k,m]} \) and \( R_{n[k,m]} \). Finally, these signals are transformed to the time domain by means of the hybrid synthesis filter banks resulting in the left and right output signals \( l[n] \) and \( r[n] \).

The resulting low complexity PS system allows for flexible configuration of the time and frequency resolution of the stereo parameters and supports different quantization accuracies. It is also possible to omit transmission of selected parameters completely. All this, in combination with time or frequency differential parameter coding and Huffman codebooks, makes it possible to operate this PS system over a large range of bit rates. For three typical configurations, Table 1 shows the average bit rates measured over a large set of stereo audio material. The corresponding quality levels of the stereo image range from medium to very high [5].

Table 2 shows complexity estimates for the FFT-based and the QMF-based PS decoder. It clearly shows that the complexity of the FFT-based system is dominated by the \( t/f \) and \( f/t \) transforms. The table also shows that a large complexity reduction has been obtained for the QMF-based decoder, especially in terms of RAM usage. The largest gain in complexity reduction is obtained by using alternative \( t/f \) and \( f/t \) transforms and the interpolation of the manipulation matrices.
Table 2: Estimated complexity of FFT-based and QMF-based PS decoder in both CPU cycles and RAM usage based on typical settings. For QMF-based decoder, both the 10, 20 and the 34 stereo band configurations are shown (taken from [7]).

<table>
<thead>
<tr>
<th>Process</th>
<th>CPU [cycles/sample]</th>
<th>RAM [k words]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FFT</td>
<td>QMF 10, 20 band</td>
</tr>
<tr>
<td>de-correlation</td>
<td>42</td>
<td>65</td>
</tr>
<tr>
<td>t/f and f/t transform</td>
<td>173</td>
<td>119</td>
</tr>
<tr>
<td>parameter processing</td>
<td>70</td>
<td>30</td>
</tr>
<tr>
<td>total</td>
<td>285</td>
<td>214</td>
</tr>
<tr>
<td>relative to FFT</td>
<td>100%</td>
<td>58%</td>
</tr>
</tbody>
</table>

Table 1: Measured average bit rates for the stereo parameters for three typical settings (44.1 kHz sampling rate, 23.2 ms time grid).

Table 1: Measured average bit rates for the stereo parameters for three typical settings (44.1 kHz sampling rate, 23.2 ms time grid).

4 COMBINING PS WITH PARAMETRIC AUDIO CODING

Figure 8 gives a block diagram of the combination of PS with a parametric audio coding scheme, currently in the final standardization phase in MPEG-4 [9] as outlined in [2]. First, the bit stream is de-multiplexed and decoded into separate sets of parameters for transients, sinusoids, noise, and parametric stereo. The monaural PS input signal is generated by synthesis of the transient, sinusoid and noise parameters. Finally, the PS parameters are then used to reconstruct the stereo output signal.

Figure 8: Block diagram of parametric audio decoder utilizing parametric stereo.

Figure 9 shows the Comparative Mean Opinion Score (CMOS) [15] results of a comparative listening test of the parametric audio codec using a preliminary version of FFT-based PS system as described in [2] and the parametric audio codec using the QMF-based PS system as described in this paper. The mean gradings as well as the 95% confidence intervals are shown. The test was conducted employing nine subjects using headphones. The subjects were presented a reference signal, and two coded signals. They then had to grade codec A with respect to codec B with respect to the reference signal in scores ranging from +3 (Codec A much better than codec B) to -3 (Codec B much better than codec A). The scores show that at a lower computational complexity, the performance of the QMF-based PS system is better on average than the FFT-based system in a statistical sense. Furthermore, for none of the presented items, a statistically significant quality decrease is observed.

The low complexity PS system was proposed to MPEG-4 [7] and has successfully replaced the original FFT-based PS system [17] in the MPEG-4 high quality parametric audio coding scheme [9].

One particular advantage of parametric audio coding is the fact that typical post-processing algorithms like e.g. tempo and pitch modification can be performed with very little additional complexity in the parametric domain. As illustrated in Figure 8 prior to synthesis of the different parametric objects, the parameters are manipulated using a desired tempo and pitch modification.

In the original FFT-based parametric stereo decoder [2] both tempo and pitch modification of the stereo image can be performed fairly straightforward. Pitch modification can be applied by adjusting the frequency ranges to which each stereo parameter corresponds. Tempo modification of the PS object can be performed by adjusting the length of the PS analysis and synthesis windows.
In the low complexity PS decoder pitch shifting can be applied in a similar way as in the FFT-based PS decoder. However, as a fixed time/frequency grid is employed, tempo modifications are not straightforward. Nevertheless, it is still possible to apply high quality tempo modification using the low complexity PS system by means of interpolation. This is illustrated in Figure 10. In case no time modification is applied, the parameter positions \( n_i \) are defined on the integer sub-band sample indices. For all \( n \neq n_i \) interpolation is applied. This method can also be applied in case a tempo modification is applied. First the parameter positions \( n_i \) are scaled to \( \alpha n_i \). Then regular interpolation can be applied between these (not-necessarily integer) points, i.e., for \( n = \lceil \alpha n_{i-1} \rceil, \ldots, \lceil \alpha n_i \rceil \).

5 COMBINING PS WITH AACPLUS

The combination of MPEG-2/4 AAC with the SBR bandwidth extension tool is known as aacPlus and was standardized in MPEG-4 as the HE-AAC profile [18]. The basic principles of SBR have been elaborated on in several papers [3], [6], [11]. For the convenience of the reader a short review is given here.

The SBR principle stipulates that the missing high frequency region of a lowpass filtered signal can be recovered based on the existing lowpass signal and a small amount of control data. The required control data is estimated in the encoder given the original wide-band signal. The aacPlus codec is a dual rate system, where the underlying AAC encoder/decoder is operated at half the sampling rate of the SBR encoder/decoder.

In the decoder, all SBR processing is done in the QMF domain. Hence, the output from the underlying AAC decoder is firstly analyzed with a 32 channel QMF filter bank. Secondly, the HF generator module recreates the highband by patching QMF sub-bands from the existing lowband to the highband. Furthermore inverse filtering is done on a per QMF sub-band basis, based on the control data obtained from the bit stream. The envelope adjuster modifies the spectral envelope of the regenerated highband, and adds additional components such as noise and sinusoids, all according to the control data in the bit stream. Since all operations are done in the QMF domain the final step of the decoder is a QMF synthesis to retain a time-domain signal. Given that the QMF analysis is done on 32 QMF sub-bands for 1024 time-domain samples, and the high frequency reconstruction results in 64 QMF sub-bands upon which the synthesis is done producing 2048 time domain samples, an up-sampling by a factor of two is obtained. Figure 11a shows the block diagram of an aacPlus decoder.

When the low complexity PS tool presented in this paper is combined with aacPlus, this results in a codec that achieves a significantly increased coding efficiency for stereo signals at very low bit rates when compared to aacPlus operating in normal stereo mode. Figure 11b shows a simplified block diagram of the resulting de-
Figure 11: a) Block diagram of an aacPlus decoder. b) Block diagram of an enhanced aacPlus decoder utilizing parametric stereo.

Figure 12: MUSHRA listening test results for two sites (black and gray) showing mean grading and 95% confidence interval (from [8]).

At both test sites, it was found that enhanced aacPlus with parametric stereo (HE-AAC/PS) at 24 kbit/s achieves an average subjective quality that is equal to aacPlus stereo (HE-AAC) at 32 kbit/s and that is significantly better than aacPlus stereo at 24 kbit/s. It is of interest to relate these results to the MPEG-4 verification test [19]. There, it was found that aacPlus stereo at 32 kbit/s achieved a subjective quality that was significantly better than AAC stereo at 48 kbit/s and was similar to or slightly worse than AAC stereo at 64 kbit/s. This shows that enhanced aacPlus achieves more than twice the coding efficiency of AAC for stereo signals. Further MUSHRA tests have shown that the enhanced aacPlus with parametric stereo achieves a significantly better subjective quality that normal aacPlus stereo also for 18 and 32 kbit/s.

The combination of the low complexity PS system with HE-AAC has also been adopted in MPEG-4 [9], [9].
6 CONCLUSIONS

A low complexity parametric stereo coding tool has been presented. It was shown that this parametric stereo coding tool significantly enhances the coding efficiency of existing audio coders. The presented tool is particularly interesting in combination with audio codecs using SBR bandwidth extension, since the resulting codec has approximately the same computational complexity as in a normal stereo configuration. The combination of AAC, SBR, and the parametric stereo tool presented here is referred to as enhanced aacPlus and enables coding of stereo signals at bit rates that are less than 50% of those required by AAC to achieve the same subjective quality.
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